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NIST

Definition of Cloud Computing e

Standards and Technology

NIST Definition of Cloud Computing

A five Essential characteristics , three Service models, and four
Deployment models

AOn-demand self-service

ABroad network access

AResource pooling

ARapid elasticity

AMeasured Service

Essential

Characteristics

ACloud Software as a Service (SaaS)
Service Models ACloud Platform as a Service (PaaS)
ACloud Infrastructure as a Service (laaS)

APrivate cloud

A Community cloud
APublic cloud
AHybrid cloud
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Cloud Deployment Models

A Private cloud
| Enterprise owned or leased

A Community cloud
| Shared by several organizations

A Public cloud
| Sold to the public, mega -scale infrastructure

A Hybrid cloud

| Composition of two or more clouds PUBLIC CLOYD Y
o. 7 @
S
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Core Principles of Cloud Computing

A Security

A On-demand self -service
| Resources on demand
| Auto Scale -out
| Pay for what you use (Flexible Billing)
| Release resources when no long needed (Green)

A High Availability
A Good Performance
A Cost-effective
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Smart Cloud Network

Characteristic
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On Demand Network: Service
trigger on Demand (end to end)
Network Provision

Customized Network: Per
Customer Network Provision, Per
Customer accounting, billing, ..

Unified Network Management:
Common Interface, Standard
Protocol, Provision and Management

Mobility
Secure

Context Awareness: Policy based
Network Management

Robust

. Refresh
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Software Defined Network
(SDN) i Openflow

OpenStack

Locator/ID Separation
Protocol (LISP)

Content Centric
Autonomic
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Proprietary to Open Source
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Future
Open Source
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SDN (Software Defined Network)

A Open Networking Foundation promote SDN

(http://lwww.opennetworkingfoundation.org/)

I March 21rd, 2011 Kick-off, 6 boards, 17 members

I May 23rd, 2011, 6 boards, 30 members
A OpenFlow protocol is the solution

Member Companies

Board of Members
Directors

= Big Switch
Deutsche Telekom Networks
Faceboolk Broadcom
Google Brocade
Microsoft Ciena
Werizon Cisco
Yahool Citrix
Comecast
Dell
Ericsson
Extreme
Metworks
ForcelO MNetworlk
HP
Huawei
Technologies
IBM
Intel -
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IP INnfusion
Juniper Networks
Marvell
Mellanox
Technologies
Metaswitch
Networks

NEC

MNetgear
MNetronome
Micira Networks
Mokia Siemens
Metworks

MNTT

Plexxi Inc.
Riverbed
Technology
Vello Systems
WMware


http://www.opennetworkingfoundation.org/

The SDN Characteristic

A Separate control from the

data path Applications
I New protocol (Openflow) = ccecmmmmmmmii e
: Interfaces :
A Controller : Web Service Interface TCP Socket Interface :
i Configuration and Controller
management NOX’s Core Modules
A Data path
T ' Hp linksys | Toroki
| Compllancbe_lf':lnd Pm[ﬁqwe l.ﬂ.rlg.54}gl LSJ';E]{lD
Interoperability OpenFlow 5400
A APl above Controllers Switches Quanta | Arista7100 | Juniper | Cisco
. LBAG MX-series | Catalyst
T New features, New business ’ - t37?55
models
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SDN Implementation

A Hypervisor Mode

I Open vSwitch (Open Source, Xen
Hyervisor)
I Tunnel between VMs T

I[
III

| Nicira: not Openflow standard ;" %E‘
™ XSnec

A Hardware Mode CiTRIX NETGEAR
I OpenFlow Switch » | & B

I Hop by Hop configuration Fnener

W proit
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OpenFlow (? Openiiow

A Stanford University established OpenFlow Switching
Consortium in 2008 to maintain and support OpenFlow
specification (now transfer to ONF)

A User-defined policies in live production networks
A Current Trails (68 trials/deployments, 13 countries) 2010
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Network Evolution based on SDN

A Simplified Network Devices

A Unified Network Controller

A Separated Control Plane & Data Path
A Standard Interface/forwarding Plane

IP Router/
L3 SW

Standard

Operating Interface
System

Specialized Packet
Forwarding Hardware Specialized Packet specialized Packet
Forwarding Hardware Forwarding Hardware
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What is OpenFlow

Cheaper Network Device
Standardized Interface/forwarding Plane
Decoupled the control plane and data path

OpenFlow Switch specification
(version 1.1/1.0/0.9.0/0.8.9)

- Routing Protocols: COT”O”er @ |
OSPF, ISIS, BGP

> Per-packet:
Lookup, switch, buffer
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Flow Table (Version 1.1)

ARules: Ethernet3 IP3 MPLS3% TCP3 any LA T SR

| (exact & wildcard) J{

Combination Flow2. Rule e —_—

AActions: Forward? Drop3 Modify field (NAT) o

Flow 3. (exact gﬁ deard) Action Statistics

AStatistics: Volume based billing, anti DDOS

Rule Action Statistics Flow . (exadm?l dcarg || DatActon || sttt
’ :n -~y ~ - l----......-
. ~
s ~ J Packet + byte counters
, ... ~ -...'l.
J 1. Forward packet to port(s)
I 2. Forward to controller
I 3. Drop packets
I 4. Modify field <
~
I 5. Map to queue ~
. ~ .
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OpenFlow: Substrate Change

A Supporting Heterogeneous Protocol base on flow
A Packet/Circuit Switching: Ethernet3 IP3 MPLS3 TCP3

any Combination
Diverse applications
Diverse transport layers
IP| X| Y| Z
------------- > Virtualization layer
Diverse link layers
Diverse physical layers Diverse physical layers

IP Circuit |__" X v ‘-

Ethernet | SDH | ATM Switch | Ethernet SDH | ATM

Diverse applications

Diverse transport layers

IP

Diverse link layers
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OpenFlow Interop

A Fifteen Vendors Demonstrate OpenFlow Switches at
Interop (Interop Las Vegas) (May 8-12, 2011)
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