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INTRODUCTION TO SDN




Where Did SDN Come From?

Have you tried rebooting
Q the Internet yet?




Where Did SDN Come From?
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What is Software Defined Network (SDN)?

- An approach and architecture in networking where control and
data planes are DECOUPLED and intelligence and state are
logically CENTRALIZED

- Enablement where underlying network infrastructure is abstracted
from the applications [network VIRTUALIZATION](overlay)

- A concept that leverages programmatic interfaces (API) to enable
external systems to influence network provisioning, control and
operations
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Centralized
®

Control plane becomes centralized
Physical device retains Data plane functions only



Virtualization (Overlay
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API

Applications, Web

Northbound API

Controllers

Southbound API

Network Devices
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SDN Related Protocols/Standards

Decoupled OpenFlow, OpFlex
Centralized OpenDayLight, APIC
Virtualization VXLAN, LISP, OTV

API REST, onePK



OpenFlow

.....
........

OF Controller

...a Layer 2 communications protocol that gives access to the
forwarding plane of a network device,
...a specification for building switches conforming to the protocol



OpenDayLight Project

Network Applications

OpenDaylight Controller
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Customer Needs: Network Programmability
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Get IMs From Routers/Switches

ing Verification: Could It Be True?_ N N
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cho#t show run int Ethernet

ICommond: show rumning-config interfoce Ethermnetl/3

ITime: Wed Oct 17 22:12:53 2012

interface Ethernetl/3

cho#

#Lﬁu‘

cho Ethernet] /2 is correctly wired cedrict 155 ) Exhy 1/2. Downloading interface config

cho Ethernetl/3 **WRONC PORT ERROR**: is wired to rufus CigabitEthernet0/0/2, should be rufus
CigabitEthernet0/1/2

shutdown interface etherl/3

Compileted shutdown interface etherl/3



Business Metrics Influencing Routing
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OpenFlow Platform Support

Function Available Now Q2CY14 Q3 CY14

OpenFlow
Feature
Level 1

Q4 CY14 1H CY15

OpenFlow
Feature
Level 3

Feature Level 1 — OF Line protocol v1.0; subset of OF1.0 features (Basic matches/Actions, IPv4)
Feature Level 2 — OF Line protocol v1.3; subset of OF1.0/1.3 features (IPv6, Multiple tables, Capabilities)

Feature Level 3 — OF Line protocol v1.3; subset of OF1.0/1.3 features (QoS, MPLS, Group Tables, Meters), Performance & Scale focus, Serviceability
and Usability Improvements
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What is Software Defined Network (SDN)?

- An approach and architecture in networking where control and
data planes are DECOUPLED and intelligence and state are
logically CENTRALIZED

- Enablement where underlying network infrastructure is abstracted
from the applications [network VIRTUALIZATION](overlay)

- A concept that leverages programmatic interfaces (API) to enable
external systems to influence network provisioning, control and
operations



SDN vs. ACI

Baggage handlers follow sequences
of simple, basic instructions

BECEARATIVE CONTROL

Air traffic control tells where to
take off from, but not how to fly the plane _



How OpFlex Works

A policy authority such as the
APIC manages a logical model
of desired state

Traditional

POLICY |

APPUCATION
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The policy endpoint interprets
the policy and maps it to its
hardware capabilities

Rendering can leverage any :
programming API including OVSDB
OpenFlow or device-specific API
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Remember This?

Telephony in 1998

 |P Telephony struggled until we got ‘hybrid engineers’ to translate between the
Circuit Switch ‘Tip & Ring’ and Packet Switch ‘Bits & Bytes’ camps

 Likewise, now, we need the next generation of ‘hybrid engineers’ to translate between
traditional network domain engineers and software/application developers



Thank you



Acronym

- REST — Representational State Transfer

- OSGI — Open Service Gateway Initiative

- ACI — Application Centric Infrastructure

- APIC — Application Policy Infrastructure Controller



